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Abstract: This paper proposes about new FIR filters that are implemented using multiple constant multiplications 

(MCM). This technique helps in reducing delay and power efficiency. It also helps to reduce area to some extent. All 

symmetric computations are performed by multipliers as the multipliers functions in symmetric manner. Multiple 

constant multiplications make use of two techniques common sub-expression (CSE) algorithm and GB algorithm 

technique to implement the multipliers. In this proposed system we have reduced down the use of number of adders, 

subtracters, shifters etc. to minimum and these are replaced by use of multipliers for increasing the efficiency of the 
filters. This paper also describes that the delay and power is reduced by replacing the conventional multipliers by 

multiple constant multiplications multipliers. Simulation is done by using Xilinx ISE tool suite 14.6 tool. The results 

obtained in this project are considered with respect to 8-bit inputs.  
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I. INTRODUCTION 

 

Finite impulse response (FIR) filter are widely used in 

digital signal processing (DSP) systems. Their 

specifications in terms of in linear-phase and feed-forward 
implementations are used for stable high performance 

filters. The direct-form and transposed-form of FIR filter 

designs are present.  Both the architectures have similar 

hardware complexity; the transposed form is preferred 

mostly because of its power efficiency and higher 

performance. The transposed form is available for the 

multiplier block of FIR filter, where the multiplication of 

filter coefficients with the filter input is realized, and has 

significant impact on the complexity and performance of 

the design because a large number of constant 

multiplications required.  
 

This is called as the multiple constant multiplications 

(MCM). It is a performance bottle neck a central operation 

in many other DSP systems.  
 

II. RELATED WORK 
 

The direct and transposed-form of FIR filter 

implementations are illustrated in the following figure (a) 

and (b). Both the architectures have similar hardware 

complexity, but the transposed form is mostly preferred 

because of its higher performance and power efficiency.  
 

The transposed form of FIR filter is available where the 

multiplication of filter terms with the filter input is carried 
out, and has great impact on the and performance 

complexity because of a large number of constant  

 

 

multiplications are required for the design.  

 

This is known as the multiple constant multiplications 
(MCM). 

 

It is a performance bottleneck and central operation in 

many of the DSP systems.  

 

However, the digit-based recoding technique doesn’t 

exploit the exchanging of the common partial products 

that allows greater decrease in the number of functions and 

obviously, in area and power dissipation of the MCM 

design.  

 

Hence, MCM problem is described to find the less number 
of arithmetic functions that implements the constant 

multiplications.  

 

The algorithms that are designed for the MCM problem 

are divided in two classes: common sub expression 

elimination (CSE) algorithms and graph-based (GB) 

techniques. First of all the CSE algorithm draws all the 

possibilities of sub-expression that are defined in binary.  

 

Then a suitable sub-expression is used among constant 

multiplication values. 
 

GB methods are unlimited to any one particular number 
presentation that provides good results compared to CSE 

algorithms. 
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Fig.1 FIR filters (a) Implementation in Direct form. (b) 

Implementation in Transposed form with generic 

multipliers. (c) Implementation in Transposed form with 

an MCM block. 

 

 
Fig.2 29x and 43x Shift-adds implementations (a) without 

partial product sharing and with partial product sharing. 

(b) Exact CSE algorithm. (c) Exact GB algorithm 
 

III. PROPOSED SYSTEM 

 

In the proposed system we have implemented carry select 

adder and carry lookahead adder using GB algorithm 

which is one of the technique of multiple constant 

multiplication (MCM). With this technique we have 

successfully shown that there is much reduction in delay, 

power and area as compared to use of conventional adders. 

Also compared to carry select adder, carry lookahead 

adder provides much reduction in delay, power and area.   

1. Modified Carry Lookahead Adder 

 
Fig.3 16-Bit Modified Carry Select Adder Schematic 

 

The structure of carry select adder using binary to excess 1 

converter for RCA with Cin=1 to minimize the area and 

power is shown in figure. In our proposed method the 
carry 1 RCA is replaced by the BEC.  The n-bit RCA is 

replaced by the n+1bit BEC. The number of gate used in 

BEC is less compare with RCA. 

A. Area calculation for MCSLA 

The area calculation of modified CSLA is derived from 

the following steps. From the structure of MCSLA, 8-bit, 

16-bit, 32-bit and 64-bit area is calculated. 

The Group 1 architecture calculation is, 

Gate Count = 19 (FA+HA) 

FA  = 13 (1×13) 

HA  = 6 (1×6) 
 

The Group 2 architecture calculation is, 

Gate Count = 43 (FA + HA + Mux + 

BEC) 

FA  = 13 (1×13) 

HA  = 6 (1×6) 

Mux  = 12 (3×4) 

BEC: 

AND  = 1 

NOT  = 1 
XOR  = 10 (2×5) 

 

The Group 3 architecture calculation is, 

Gate Count = 61 (FA + HA + Mux + 

BEC) 

FA  = 26 (2×13) 

HA  = 6 (1×6) 

Mux  = 16 (4×4) 

BEC: 

AND  = 2 

NOT  = 1 
XOR  = 15 (3×5) 

 

The Group 4 architecture calculation is, 

Gate Count = 84 (FA + HA + Mux + 

BEC) 

FA  = 13 (3×13) 

HA  = 6 (1×6) 

Mux  = 20 (5×4) 

BEC  = 24 

 

The Group 5 architecture calculation is, 

Gate Count = 107 (FA + HA + Mux + 
BEC) 

FA  = 52 (4×13) 

HA  = 6 (1×6) 

Mux  = 24 (6×4) 

BEC  = 30 

 

2. Modified Carry Lookahead Adder 
 

 
Fig.4 Modified Carry Lookahead Adder 
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The method used in modified carry lookahead adder is 

propagating and generating carry. Addition of inputs A 

and B is said to generate if there is carry on addition. For 

binary addition, if both A and B values are 1 then carry is 

generated. 
 

G (A, B) = A * B 
 

Addition of inputs A and B is said to propagate, if the 
addition results in carry when there is input carry. For 

binary addition, if any one of the input value A or B is 1, 

carry is propagated. 
 

P (A, B) = A + B 
 

The logic values for generating G and propagating P are as 

follows for a carry lookahead adder combining ripple 

carry adder. 
 

C1 = G0 + P0 * C0 

C2 = G1 + P1 * C1 

C3 = G2 + P2 * C2 

C4 = G3 + P3 * C3 
 

Putting C1 value into C2, C2 value into C3, C3 value into C4 

we get, 
 

C1 = G0 + P0 * C0 

C2 = G1 + G0 * P1 + * C0 * P0 * P1 

C3 = G2 + G1 * P2 + G0 * P1 * P2 + C0 * P0 * P1 * P2 

C4 = G3 + G2 * P3 + G1 * P2 * P3 + G0 * P1 * P2 * P3 + C0 * 

P0 * P1 * P2 

 

Logic for generating a bit pair carry: 
 

Gi =Ai * Bi 

 

Logic statements for propagating a bit pair carry:  
 

Pi =Ai ^ Bi 
Pi =Ai + Bi 

 

IV.  SIMULATION RESULTS 

 

The simulation results for carry select adder and carry 

lookahead adder using GB technique are as shown below: 

 
Fig.5 Design Summary 

 
Fig.6 Simulation results of CSA using GB 

 

 
Fig.7 Simulation results of CLA using GB 

 

 
Fig.8 Delay analysis of CSA using GB 

 

 
Fig.9 Area analysis of CSA using GB 
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Fig.10 Power analysis of CSA using GB 

 

 
Fig.11 Delay analysis of CLA using GB 

 

 
Fig.12 Area analysis of CLA using GB 

 

 
Fig.13 Power analysis of CLA using GB 

V. CONCLUSION AND FUTURE WORK 

 

FIR filters are of very much important in DSP systems. 

They are mostly used in implementation of any VLSI 

circuits. In this project we have made use of the GB 

algorithm method along with CSA and CLA which uses 

both RCA and BEC for giving better results. The results 

obtained so far shows that there is much more decrease in 

the power utilization, decrease in the delay and also 

utilization of area is also reduced to some extent. In future, 

the complexity of various applications can be reduced to 
its minimum level by making use of MCM technique in 

FIR filters. Though multipliers are the most expensive 

operators in the filters but MCM technique helps to reduce 

this complexity to a large extent. This work is presently 

restricted to the simulation only. Further enhancement of 

implementation on hardware would add more impact.   
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